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Fully automatic classification of lumbar disc degeneration based on deep learning

DING Zhaoming®, LI Hongyan, CHEN Liang, CHEN Bing, SUN Hui, HOU Wentao, XIA Chunhua
*Imaging Center, The Third Affiliated Hospital of Anhui Medical University, Hefei, Anhui 230000, China
Corresponding author: XIA Chunhua, E-mail: xiachunhua3775@sina.com

Abstract: Objective To investigate the feasibility of a deep learning model for the fully automatic classification of disc
degeneration based on lumbar structures on sagittal T2WI images. Methods The lumbar T2WI image data of 94 patients who
underwent lumbar spine MRI examination in the Third Affiliated Hospital of Anhui Medical University from August 2020 to June
2022 were retrospectively and continuously selected, and 466 discs were obtained. The lumbar intervertebral disk was manually
annotated by 2 radiologists on sagittal T2WI images. The data were randomly divided into train set (n=300) , validation set
(n=72), and test set (n=94). Firstly, a U-Net network was used to train the disc segmentation model. The evaluation indexes of
the model included Dice coefficient and loU score. Then, SpineNet network was used to train the disc segmentation model. The
evaluation indexes of the model included Dice coefficient and loU score. Then, SpineNet network was used to train the
classification model, and the evaluation indexes of the model included accuracy (ACC), sensitivity (SEN), specificity (SPE), F1
score, and ROC curves. Results In the test set, the dice coefficient and loU values of U-Net model for lumbar disc
segmentation were 0.920 and 0.853, respectively. The ACC, SPE and SEN value of SpineNet classification models for lumbar
disc degeneration were 0.913, 0.912 and 0.916, respectively. The ROC curve analysis showed that the AUC values for
distinguishing mild to moderate, mild to serious, and moderate to serious lumbar disc degeneration were 0.89, 0.95, and 0.90,
respectively. Conclusion It is feasible to realize the fully automatic classification of disc degeneration based on a deep
learning network.
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Low back pain (LBP) is one of the most important
health problems in modern society, mostly occurring in
middle-aged and elderly people, even young people, with
a lifetime incidence as high as 75% to 85%. Lumbar disc
degeneration (LDD) is the leading cause of back painf .
Magnetic resonance imaging (MRI) is one of the most
commonly used imaging techniques for the evaluation of
LDD, and conventional T2-weighted imaging (T2WI)
can effectively detect the disc morphology, height, and
signal changes. The Pfirrmann grading system is one of
the most accepted grading systemst®l, which classifies
LDD into 5 categories based on the signal intensity of the
nucleus pulposus of the disc in the sagittal image of the
T2WI, the demarcation between the nucleus pulposus and
annulus fibrosus, and the disc height. This makes the
assessment formal and comparable. However, it is highly
dependent on the observer's level of expertise, with
inevitably subjective errors, and is not consistent and
efficient enough to be widely used. In recent years,
network models based on deep learning have become
very popular in various medical image segmentation and
recognition tasks*®!, and many researches have adopted
this method for automatic classification of LDDI®l to
reduce the subjectivity and instability brought by manual
analysis and to improve work efficiency.

The aim of this study was to develop a fully
automated deep learning model that automatically
extracts intervertebral discs from routine T2WI sagittal

images of the lumbar spine using a U-Net network, and
then trains an LDD classifier based on a convolutional
neural network (CNN) model (SpineNet)™ to grade the
degree of degeneration.

1 Materials and methods
1.1 General information

A retrospective consecutive sample of 94 patients
admitted to the Third Affiliated Hospital of Anhui
Medical University and underwent lumbar spine MRI
examination from August 2020 to June 2022 was taken as
the observation subjects. This is a retrospective study,
only collecting imaging data, with no intervention in
treatment; the informed consent exemption in this unit
fully protects the rights and privacy of the subjects.

Inclusion criteria: lumbar spine MRI containing
clear sagittal T2WI images.

Exclusion criteria: (1) history of lumbar spine
slippage, deformity, and lumbar spine surgery; (2)
non-disc diseases such as tumors, fractures, and infections;
(3) poor image quality with metal artifacts. Of these, 47
were male and 47 were female, aged 22-83 years, with a
mean age of 50 years. Four discs of poor quality were
excluded and a total of 466 discs were included in the
study. Of these, 300 discs were used as a training set, 72
discs as a tuning set and 94 discs as a test set.
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1.2 Instruments and methods

A Siemens Trio-Tim 3.0 T magnetic resonance scanner
with a spinal phased array coil was used and the scan
sequences included conventional sagittal T1IWI, T2WI
and T2WI compression fat sequences and transverse
T2WI sequences. Sagittal T2WI sequence parameters:
TR=4000 ms, TE=96 ms, slice thickness=4 mm, slice
spacing=0.4 mm, number of slices=13, field of view
(FOV) =350 mm <350 mm.

1.3 Image annotation

Image annotation, peer review and correction of the
five lumbar discs were performed by two experienced
diagnostic imaging physicians at the mid-sagittal level of
the T2WI sequence, using 3D-Slicer annotation software
and purple colour-coding of the lumbar discs.

1.4 Pfirrmann scoring of disc degeneration

The mid-sagittal level of the T2WI sequence was
selected and the degree of disc degeneration was graded
by a radiologist with 5 years of experience and a
radiologist with 15 years of experience using the
Pfirrmann scoring criterial'®. If there was a discrepancy
between the grading results of the two physicians, an
agreement was reached after discussion. Following
previous studies!*t, the degree of disc degeneration was
classified into three groups according to the Pfirrmann
score: mild (grade I-11), moderate (grade I11) and serious
(grade 1V-V).

1.5 Model training

The hardware used for model training is a GPU Intel
RTX 3090, 32 G. The software includes Python 3.8,
Pytorch 1.11.0, and so on. Stochastic gradient descent
(SGD) was used as the training optimizer.

Model training [Figure 1]: all data were randomly
divided into training set, validation set and test set. In the
first step, the segmentation model was trained, the input
image was a T2WI image of the lumbar spine in the
mid-sagittal plane, and the output data was the disc
prediction region. Image pre-processing included
automatic adjustment of window width and position, and
the image size was set to 1>612>512. The U-Net modell*4
was utilized for training, which consists of three parts:
encoder, connection layer and decoder. The encoding path
consists of four convolutional, pooling layers that

continuously capture features at different scales through a
convolutional kernel, while the decoding path has two
parts: (1) gradually increasing the spatial dimensionality
while decreasing the number of feature channels through
the composition of four convolutional and inverse
convolutional layers; and (2) combining the outputs of the
decoder path with the outputs of the corresponding
encoder paths through a jump connection. This helps to
combine the underlying detailed spatial information with
the high-level semantic information to improve the
accuracy of segmentation. The primary purpose of the
connection layer is to connect the encoder and decoder. In
the second step to train the classification model, an
attention mechanism-based CNN model (SpineNet)[ is
designed for training, the network architecture is based on
VGG11, and the attention mechanism module is added to
the network to improve the learning ability of the network.
The input image is the intervertebral disc and its
corresponding  segmentation  mask  automatically
segmented in the first step, and the size is set to
1x128>256. Firstly, the image is downsampled by a series
of convolutions to extract the features of the image, and
then the channel attention module is added to the
high-level feature layer to perform further attentional
learning for the deeper channels, aiming to extract more
semantic features to help determine the grading of LDD.
The output is then the degree of LDD (mild, moderate,
serious). In addition, data enhancement techniques such
as rotating, flipping, and adding Gaussian noise are added
to the classification part to account for the small sample
size. The results show that the introduction of the
attention mechanism allows the CNN to achieve better
results on the multi-classification problem compared to
the traditional CNN. The main parameters of the network
are as follows: batch_size=8, num_poch=300, and
learning_rate=0.001.

1.6 Model evaluation

For the segmentation part, the model's efficacy was
evaluated using the average Dice coefficient and average
intersection over union (loU) scores of the test set data.
The average Dice coefficient takes values from 0 to 1,
and the closer to 1, the better the model segmentation
effect. For the classification part, the accuracy (ACC),
sensitivity (SEN), specificity (SPE), F1 score and receiver
operating characteristic curve (ROC) of the test set data
were used to evaluate the model efficacy. The higher the
ACC valueg, the better the classification effect.
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Fig.1 The flowchart of the automatic classification of lumbar disc degeneration based on lumbar MR image

2 Results

2.1 General information

A total of 94 patients were enrolled, and 466
intervertebral discs were obtained finally, of which Grade
I: 80, Grade II: 120, Grade IlI: 154, Grade IV: 71, and
Grade V: 41. The discs were randomly divided into a
training set (n=300), a tuning set (n=72), and a testing set
(n=94).

2.2 Objective evaluation of model segmentation

The average dice coefficient values and average loU
scores of the segmentation model's segmentation results
for lumbar discs in the tuning set as well as in the test set
were shown in Table 1. In the tuning set, the average dice
coefficient values and loU values were 0.914 and 0.854,
respectively. In the test set, the average dice coefficient
values and loU values were 0.920 and 0.853, respectively.

Figure 2 showed the MRI of lumbar disc with manual
labeling and an automatic segmentation mask.

2.3 Objective evaluation of model LDD classifi-
cation

The values of each parameter of the SpineNet
classification model for automatic LDD classification
results in the tuning set as well as in the test set are shown
in Table 2. In the tuning set, the values of ACC, SPE, and
SNE for LDD classification by the SpineNet model are
0.922, 0.923, and 0.944, respectively. In the test set, the
values of ACC, SPE, and SNE for LDD classification by
the SpineNet model are 0.913, 0.912, and 0.916,
respectively. Net model's ACC, SPE, and SNE values for
LDD classification are 0.913, 0.912, and 0.916,
respectively.The ROC curve analysis results showed that
the AUC values for distinguishing mild vs moderate, mild
vs serious, and moderate vs serious LDD are 0.89, 0.95,
and 0.90, respectively. [Figure 3]

Tab.1 Performance parameters of U-Net model for automatic segmentation of lumbar
intervertebral discs [M(QL, Qu)]

Performance indicators (2D UNet)

T f fi 1di - —

ype of set Number of intervertebral discs Dice coefficient 10U Score
Tunning set 72 0.914 (0.781, 0.959) 0.854 (0.682, 0.891)
Test set 94 0.920 (0.796, 0.935) 0.853 (0.661, 0.877)

Note: M(QL , Qu ), median (lower quartile, upper quartile).
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Note: A, lumbar T2WI mid-sagittal position; B, lumbar intervertebral disc manual labeling results; C, lumbar intervertebral disc automatic segmentation

mask.
Fig.2 Manually annotate and automatic segmentation mask of of lumbar intervertebral disc
Tab. 2 Diagnostic Performance parameters of SpineNet model for automatic classification of LDDs
Performance indicators (SpineNet)
Type of set Number of intervertebral discs
ACC SEN SPE F1 score

Tunning set 72 0.922 0.944 0.923 0.769
Test set 94 0.913 0.916 0.912 0.759
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Fig.3 ROC curves of SpineNet model for automatic classification diagnosis of LDD

3 Discussion

In this study, we developed a deep learning system
that can be applied to automatically segment
intervertebral discs and grade degeneration in T2WI
sagittal images. The system integrates the published basic
network architectures of U-net and CNN. The U-net
network is first used for automatic segmentation of
intervertebral discs, and after evaluating the segmentation
accuracy of the model, a CNN model with an added
attention mechanism is further proposed for LDD

classification. The developed system can reliably classify
the Pfirrmann score of LDD in a fully automated manner.
The average Dice coefficient of segmentation is 92.0%
and the classification accuracy is 91.3%, which is
satisfactory. In addition, the method in this study
demonstrates the possibility of applying deep learning to
small datasets, changes the stereotype that deep learning
algorithms require a large number of training samples,
and provides a framework to support the full automation
of LDD classification.
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In recent years, many studies have adapted machine
learning methods to automatic LDD classification,
including traditional methods based on manual feature
extraction and methods based on deep learning. Deep
learning, especially CNNs, has led to significant progress
in this task. Compared to traditional machine learning
methods, CNN does not rely on shallow rule-based image
features, but automatically extracts features at different
levels of abstraction from the input image through a series
of convolutional operations, while using both perceptible
and imperceptible image features for classification
prediction, which is currently widely used[®113,
However, only a few studies have achieved simultaneous
segmentation and hierarchical diagnosis of intervertebral
discs, which is directly generated by a network of
radiologist-level diagnostic results, which is very helpful
for the analysis of lumbar spine diseases. Jamaludin et
al.ll developed an automated diagnostic system for
lumbar spine degeneration image features based on
traditional automated segmentation methods in 2017, and
the diagnostic accuracy of Pifrrmann grading was only
71%. Cheung et al. % constructed a new model to predict
the progression of LDD by using unsupervised supervised
DL model segmentation of vertebral body to predict the
intervertebral disc region in 2022, and then extracted
features from the intervertebral disc region to predict the
degeneration grading through the basic CNN framework,
and the results showed that the prediction accuracy of
Pfirrmann grading progression reached 89. 9%, but the
accuracy of the model for disc segmentation and
categorization was not mentioned in the paper. Compared
with previous works, this study uses a deep learning
approach to complete the sequential task of intervertebral
disc segmentation from segmentation to classification,
realizes fully automatic classification of LDD, and
provides highly accurate segmentation and diagnostic
results.

Accurate segmentation of lumbar spine structures is
the basis for diagnosis and treatment of lumbar spine
diseases*®l. The segmentation part of this study uses the
more commonly used U-Net grid*”l, which is a model
proposed by Ronneberger et al.l'¥ in 2015. The
framework overcomes the problem of low data volume by
using elastic enhancement, but it requires pixel-level
supervised learning, and achieves a better segmentation
result in lumbar spine structure, with the segmentation
accuracy reaching more than 90%!M'820,  Similar to
previous studies, the average Dice coefficient of
segmentation in this study reaches 92.0%, which is a
more satisfactory segmentation result and lays the
foundation for further accurate classification based on
automatic segmentation. In the LDD classification part,
this study based on VGG11, combines the disc image
features and reduces the number of convolutional layers
to adapt to the application scenario of a small sample size.
At the same time, the addition of the attention mechanism
module and data enhancement technology to the network
improves the learning ability of the network, and the

results show that the classification accuracy reaches 91.3%

in the case of a small sample size, and the introduction of

the attention mechanism makes the CNN achieve better
results in the multi-classification problem. The
introduction of the attention mechanism enables the CNN
to achieve better results in multi-categorization problems.
In the future, we need to increase the sample size to
distinguish more detailed classes.

In addition, considering that the Pifrrmann score is
evaluated based on the sagittal position in lumbar spine
T2WI, the 2D model was used for training in this study,
and although the 3D model can provide more complete
information, the 2D model is closer to the actual situation
of the Pifrrmann score. In fact, Jamaludin et al.[* showed
that the classification performance of the 3D model for
the Pifrrmann score was not improved or even slightly
reduced compared to the 2D model.

This study has several limitations. First, it is a
retrospective, single-centre study with a small sample size
and a study population of patients presenting to the
hospital with selection bias. Future clinical applications
require prospective multicentre studies with larger sample
sizes. Secondly, the cases did not include patients with
spinal deformities, slips and other conditions, which
limits the applicability of the network architecture. Deep
learning requires sufficient training data for each category,
and the imbalance of data will affect the training results.
Further collection of training data is needed to
compensate for this deficiency in the future. Finally,
image labelling in the model is highly supervised, and
manual image labelling is the most accurate way to train
the model, but the process is tedious and time-consuming,
which limits the number of samples available for training.
In addition, to further adapt to real clinical scenarios,
more quantitative and functional sequences should be
included in the future to explore the possibility of
improving grading performance. The aim of this study is
not to replace medical staff, but to support further
research by providing a basic framework.

In conclusion, this study develops a high-precision
deep learning network that can fully automate the
identification of LDD grades on small datasets, providing
a framework to support the full automation of LDD
assessment.
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Fully automatic classification of lumbar disc degeneration based on deep learning
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Abstract: Objective To investigate the feasibility of a deep learning model for the fully automatic classification of disc
degeneration based on lumbar structures on sagittal T2WI images. Methods The lumbar T2WI image data of 94
patients who underwent lumbar spine MRI examination in the Third Affiliated Hospital of Anhui Medical University from
August 2020 to June 2022 were retrospectively selected ,and 466 discs were obtained. The lumbar intervertebral disc were
manually annotated by 2 radiologists on sagittal T2WI images.The data were randomly divided into train set (n=300),
validation set (n=72) ,and test set (n=94). Firstly, a U-Net network was used to train the disc segmentation model.
The evaluation indexes of the model included Dice coefficient and IoU score. Then, SpineNet network was used to train
the classification model, and the evaluation indexes of the model included accuracy, sensitivity, specificity, F1 score,
and ROC curves. Results In the test set, the dice coefficient and IoU values of U-Net model for lumbar disc
segmentation were 0. 920 and 0. 853, respectively. The accuracy, specificity and sensitivity value of SpineNet
classification models for lumbar disc degeneration were 0.913, 0.912 and 0.916, respectively. The ROC curve analysis
showed that the AUC values for distinguishing mild to moderate, mild to serious, and moderate to serious lumbar disc
degeneration were 0.89, 0.95, and 0.90, respectively. Conclusion It is feasible to realize the fully automatic
classification of disc degeneration based on deep learning network.

Keywords: Lumbar; Disc degeneration; Deep learning network; T2WI sagittal image; U-Net model; Segmentation
model ; Classification model
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Fig. 1 The flowchart of the automatic classification of lumbar disc degeneration based on lumbar MR image
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Tab. 1 Performance parameters of U-Net model for automatic
segmentation of lumbar intervertebral discs
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Fig. 2 Manually annotate and automatic segmentation

mask of of lumbar intervertebral disc
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Fig. 3 ROC curves of SpineNet model for automatic classification
diagnosis of LDD
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